
Crustal structure of south-central Mexico estimated from the
inversion of surface-wave dispersion curves using genetic and

simulated annealing algorithms

A. Iglesias, V. M. Cruz-Atienza, N. M. Shapiro, S. K. Singh and J. F. Pacheco
Instituto de Geofísica, UNAM, México, D.F., México

Received: April 23, 2001; accepted: May 16, 2001

RESUMEN
A partir de catorce sismos de subducción, agrupados en dos trayectorias (una perpendicular y otra paralela a la línea de

costa), se calculó un apilado sobre las curvas de dispersión de velocidad de grupo. Estas curvas promedio fueron invertidas
usando, por separado, los métodos de algoritmos genéticos y recristalización simulada. Los resultados muestran fuertes diferen-
cias entre ambos modelos corticales, sobre todo, en los parámetros de la capa más somera y en la localización del Moho. Estas
diferencias pueden ser explicadas debido a que la primera trayectoria atraviesa el terreno tectonoestratigráfico “Guerrero” y la
segunda el “Oaxaca”.

La inversión con algoritmos genéticos (GA) probó ser considerablemente más rápida que aquélla con recristalización simu-
lada (SA). Por otro lado SA requiere una pequeña cantidad de memoria y alcanza un desajuste menor que G.A.

PALABRAS CLAVE: Algoritmos genéticos, recristalización simulada, dispersión, estructura cortical.

ABSTRACT
We have computed group velocities of the fundamental mode of Rayleigh waves along two paths using broadband seismo-

grams of fourteen subduction-zone earthquakes in Mexico. One path crosses the Guerrero terrane while the other traverses the
Oaxaca terrane. The dispersion curves have been inverted for crustal structure using genetic and simulated annealing algorithms.
Our results show significant differences in crustal structure beneath the Guerrero and the Oaxaca terranes, especially in velocity of
the superficial layer and Moho depth. The genetic algorithm (GA) is considerably faster than the simulated annealing algorithm
(SA). On the other hand, the SA requires a small computer memory. Another significant advantage of SA is that it reaches a
smaller misfit value than GA.

KEY WORDS: Genetic algorithm, simulated annealing, surface-wave dispersion, crustal structure of Mexico.

INTRODUCTION

Inverse problems in geophysics have often been solved
using linear methods. In many geophysical problems classi-
cal least-squares inversion has proved to be a useful tool in
extracting information from observed data. However, when
the forward problem is non-linear the classical inversion re-
quires expanding in Taylor series which makes it difficult
for the solution to converge to the global minimum, espe-
cially if the a priori information is sparse. Recent advances
in computational  capabilities allow the use of optimization
techniques which explore the entire solution domain to find
the global minimum. Although these techniques often require
a large computational effort, they are preferable to nonlinear
inversion. Simulated Annealing (SA) (Kirkpatrick et al.,
1983) and Genetic Algorithm (GA) (Holland, 1975) are two
semi-global optimization methods that can be easily imple-
mented to solve many geophysical inverse problems. Re-
cently, these methods have been used to determine earth-
quake source parameters (Hartzell and Liu, 1995), to obtain
elastic properties from waveforms (e.g. Sambridge and

Drijoningen, 1992; Zhou et al.,1995), and to estimate resis-
tivity properties (Sen et al., 1993). In this study, we apply
these methods to invert surface wave dispersion curves for
crustal structure in two regions of Mexico.

The main idea of a genetic algorithm (Holland, 1975
and Goldberg, 1989) is to translate the common genetic pro-
cess (selection, crossover, and mutation) into a computational
language to apply in optimization problems. Each model (set
of parameters) is codified in a binary scheme, simulating the
genetic information of an organism. Forward problem is com-
puted and the theoretical response is compared with observed
data using some misfit function. A selection process, based
on misfit for each model, simulates the death risk of an or-
ganism from predators. Only those models whose misfit val-
ues are small remain in the inversion process. After selec-
tion, the information contained in the genetic chain is inter-
changed between pairs of models. This is similar to sexual
reproduction in natural evolution; it permits the diversity of
models. Finally, the parity of some bit is changed over some
models, simulating the mutation process which occur in the
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nature. All of these procedures are included in an iterative
scheme, which stops when some desired misfit criterion is
reached.

The simulated annealing method, developed by
Kirkpatrick et al. (1983), attempts to reproduce the anneal-
ing process. When a mineral substance is slowly cooled, crys-
tals are formed. If it is rapidly frozen only glasses are ob-
tained. This principle leads to a computational algorithm to
perform nonlinear inversion. By perturbing an initial model,
the algorithm computes the forward problem and the misfit
between data and synthetics. The misfit value of a new model
may be higher than the misfit value for the initial model;
however, its existence is determined by computing a prob-
ability based on an “energy” function (Vasudevan et al.,
1991), which depends on the misfit and also on a constant,
which may be denoted temperature. This procedure is equiva-
lent of computing the existence probability of a specific con-
figuration in a thermodynamic process. It allows to escape
from local minimums. The process is iterative as the tem-
perature parameter is slowly reduced.

 In this paper, we apply both techniques to surface-
wave dispersion curves to obtain crustal structure beneath
Guerrero and Oaxaca. Several studies deal with the seismic
velocity structure in different locations of Mexico (e.g. Fix,
1975; Valdés et al., 1986; Gomberg et al., 1988; Nava et
al., 1988; Campillo et al., 1989; Valdés and Meyer, 1996),
but knowledge of the structure is still lacking in many re-
gions. Some information can be obtained from some tomo-
graphic studies which cover Mexico (Van der Lee and Nolet,
1997; Vdovin et al., 1999). However, because of large un-
certainties and poor spatial resolution, these studies do not
provide precise information on crustal and upper mantle
structure.

Campa & Cooney (1983) distinguish between several
tectonostratigraphic terranes in Guerrero and Oaxaca (Fig-
ure 1). The basement of the Oaxaca terrane, called the
Oaxaca Complex, is formed by Precambrian metamorphic
rocks. The basement of Mixteco and Guerrero terranes (the
Acatlan Complex) consists of early Paleozoic metasediments
covered by Mesozoic volcanic and sedimentary sequences.
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Fig. 1. Epicenters of the fourteen events listed in Table 1 and the locations of the two stations used in this study. The events, which lie in the
shaded sector with apex at station CUIG, are grouped together. The wave paths in this sector belong to path 1. Similarly, the events lying in the
shaded sector with apex at PLIG are grouped together and the wave paths belong to path 2. The circled numbers indicate tectonostratigraphic
terranes. T1: Guerrero, T2: Mixteco, T3: Oaxaca, T4: Zapoteco, T5: Xolapa, and T6: Mexican Volcanic Belt (Campa and Cooney, 1983).

Although paths 1 and 2 cross several terranes, for simplicity path 1 is assigned to Guerrero and path 2 to Oaxaca.
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We have obtained records of 14 subduction-zone earth-
quakes along two paths, one crossing the Mixteco-Guerrero
terrane and the other crossing mostly the Xolapa-Mixteco
terrane (Figure 1). The terranes covered by paths 1 and 2 are
referred as Guerrero and Oaxaca, respectively. We have mea-
sured the group velocity of the fundamental Rayleigh mode
along each of the paths. As mentioned above, we apply the
genetic and the simulated annealing methods to obtain the
crustal structure from the measured surface waves disper-
sion curves. Some modifications have been made to the clas-
sical SA and GA schemes. A comparison of the two methods
is made in terms of speed, memory requirements, and con-
vergence efficiency.

DATA AND PROCESSING

We use vertical-component seismograms (Table 1) to
measure group velocities of the fundamental mode of the
Rayleigh wave. The seismograms are divided in two groups.
One group consists of ten well-located events along the
Guerrero coast recorded at station CUIG in Mexico City.
Seismograms from this group are used to determine the struc-
ture of the Guerrero terrane. The second group of events,
used to find the structure of the Oaxaca terrane, consists of
four events located near the coast of Oaxaca recorded at sta-
tion PLIG situated near Iguala. The locations and magni-
tudes of these events were taken from the catalog of the
Servicio Sismológico Nacional.

The locations of stations and events are shown in Fig-
ure 1. Both stations are part of the Mexican broadband seis-
mological network (Singh et al., 1997).

We use the multiple filter technique (Dziewonski et al.,
1969) and logarithmic stacking (Campillo et al., 1996;
Shapiro et al., 1997) to compute stacked dispersion curves
of the fundamental mode of Rayleigh waves for both paths.
The multiple filter technique consists of the application of a
set of Gaussian amplitude filters with different central fre-
quencies to the input spectrum, followed by calculation of
inverse Fourier transforms. The group arrival times are esti-
mated from the maxima of the time envelopes. It is known
that this method leads to a systematic error in the group-
velocity measurements (Levshin et al., 1989) due to the wrong
frequency assignation related with the variation of spectral
amplitude, which shifts the central frequency of the filtered
spectrum. To avoid this error, we apply a correction proposed
by Shapiro and Singh (1999) for the frequency assignation
of each group velocity value. It consists of the computation
of a centroid frequency, which is the frequency where the
filtered spectrum attains its maximum. The filtered spectrum
is assigned to this centroid frequency.

The logarithmic stacking consists of multiplication of
the normalized amplitudes of the spectrum in the group-time

domain. It provides an average dispersion curve and the stan-
dard deviation at each computed period. Figure 2 shows
stacked dispersion curves for both paths at periods between
5 and 45 s.

Table 1

List of Events

Path 1

Date Latitude Longitude Depth
mm/d/y  (N)  (W) (Km) M

1 4/21/91 16.61 98.98 16.0 4.2
2 5/28/91 16.92 99.82 27.2 3.6
3 1/9/92 17.00 99.65 30.2 4.7
4 3/31/92 17.22 101.27 11.0 5.1
5 12/24/92 16.62 99.29 18.4 4.8
6 3/31/93 17.19 101.01 6.0 4.8
7 5/15/93 16.55 98.68 15.6 5.6
8 5/15/93 16.55 98.68 15.6 5.6
9 24/10/93 16.63 98.97 34.6 6.5
10 7/5/98 16.83 100.12 5.0 4.9

Path 2

I 1/8/97 16.13 95.57 36.0 4.6
II 1/21/97 16.43 98.22 20.0 4.7
III 2/3/98 15.77 96.36 32.9 6.4
IV 3/3/98 15.71 96.46 12.3 4.9

INVERSION

Some details of the implementation of GA and SA meth-
ods to our problem are given in Appendix A, respectively.
Here we describe some modifications done to the schemes
originally proposed by Rodríguez-Zúñiga et al. (1997) and
Goffe et al. (1994), as applied in this work.

Time Saving. Because of the discrete model space, the
selection process in GA inversion can lead to the repetition
of models in different generations. This results in duplicate
forward problem computations for the same model. To avoid
these duplications we ensure that the algorithm computes
the forward problem for each model just once, even if it ap-
pears repeatedly in the current or the last generation. This
saves a significant amount of time since the forward prob-
lem computation consumes a major part of the total inver-
sion time.

Misfit Function. The classical least-square inversion is
based on the L2 norm and it implies an L2-type misfit func-
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tion. In semi-global inversion it is possible to select any mis-
fit function. In our scheme, for both GA and SA, we chose
the semblance between the data and the synthetics as the
misfit function.

The semblance is defined by

cost
cross obs synth

auto obs auto synth= − +0 5.
( , )

( ) ( )

where cost is the semblance-misfit, cross is the cross-corre-
lation, auto is the auto-correlation, obs are the observations
and synth are the synthetics.

When the fit between data and synthetics is poor, the
cross-correlation is close to zero and the semblance tends to
0.5. On the other hand, the semblance vanishes when the fit
between the data and the synthetics is good.

Uncertainty Estimation in Global Search. In linear in-
version it is possible to compute resolution matrices to esti-
mate the uncertainty in model parameters (Menke, 1984). In
global inversion, computation of the partial derivatives re-
spect to the parameters is not carried out and thus the com-
putation of resolution matrices is not feasible. To overcome
this problem, we propose a method to measure the uncer-
tainty of the inversion by taking into account the uncertainty
in the data. During inversion, we keep all models whose theo-
retical response lies inside the error band defined by the stan-
dard deviation of the stacked dispersion curves. As a result,
we do not obtain one model but a set of acceptable models.
For practical purposes, it is convenient to have a representa-
tive model of the entire set. Assuming that a Gaussian distri-

bution can represent the set of acceptable models, we com-
pute an average model and an uncertainty of each parameter.
Using this procedure, we take into account the uncertainty
in the observed stacked dispersion curve to evaluate the qual-
ity of our results.

GROUP VELOCITY INVERSION

As in similar works (e.g., Campillo et al.,1996), we
restrict the models to three layers overlying a half space for
both paths. We invert for the S-wave velocity of each layer
and the interface depths. A Poisson ratio of 0.25 is assumed
in all layers. The densities are computed from the relation
given by Berteussen (1977):

ρ α= +0 32 0 77. . , where α is the P-wave velocity in Km
s

and ρ is the density in 
gr

cm3 .

The possible variations in each parameter were re-
stricted based on a priori information from previous works
(e.g., Valdés et al., 1986; Campillo et al., 1989; Campillo et
al., 1996; Valdés and Mayer, 1996).

Figures 3a and 3b show the inverted S-wave velocity
models for paths 1 and 2, respectively. Dotted lines show the
pre-established limits for each parameter. Gray lines show
all acceptable models. Solid lines represent the average mod-
els and the shaded area gives the standard deviation. The
dashed-dotted line is the model determined by Campillo et
al. (1996) for the region between the Guerrero coast and
Mexico City. Average values and standard deviations of the
parameters of the model for each path, assuming a Gaussian
distribution, are listed in Table 2. This procedure gives some
idea of the resolution of different parameters of the model.
For example, Moho depths in the inverted models for Path 1
show a large variation (Figure 3a), implying poor resolution
of this parameter. This is also reflected in the relatively large
standard deviation of the depth to Moho.

Note that the average model for path 1 (model 1) is
different from that obtained by Campillo et al. (1996), al-
though the data used in both studies are similar. The differ-
ence arises from the correction applied in the present study
to the systematic error in the computation of dispersion curve
discussed by Shapiro and Singh (1999) as mentioned above.
The average model obtained for path 2 (model 2) can be re-
duced to a model with two layers over a half-space, since the
contrast between the superficial and the second layer is neg-
ligible. Important differences between models 1 and 2 are
(1) A superficial layer with a slightly reduced velocity for
path 1, which is absent for path two. This layer can be attrib-
uted to the meta-sedimentary rocks forming the shallow part
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Fig. 2. Stacked dispersion curves and uncertainties for path 1
(dark) and path 2 (light shading).
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Table 2

Parameters and uncertainties of average models.

PATH  1 PATH  2

Layer Thickness σ β σ Thickness σ β σ
(Km) (Km/s) (Km) (Km/s)

1 8.75 1.134 3.19 0.031 5.20 0.871 3.45 0.031

2 10.35 1.662 3.46 0.050 10.50 1.936 3.50 0.044

3 23.26 2.502 3.96 0.084 18.00 1.845 3.75 0.060

Half-Space ∞ - 4.80 0.14 ∞ - 4.45 0.015

Fig. 3. Average shear-wave velocity model. (a) path 1, Guerrero and (b) path 2, Oaxaca. Dashed lines show the pre-established limits for each
parameter. Gray lines indicate all acceptable models. Solid line represents the “average” model and the shaded area gives its standard devia-
tion. The dashed-dotted line is the model reported by Campillo et al. (1996) for the region between the Guerrero coast and Mexico City.
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of the Guerrero terrane; (2) A shallower Moho depth in model
2 than in model 1. This result is in agreement with the model
found by Valdés et al. (1986) for Oaxaca. In this model, the
continental crust is thinner near the coast. The difference in
the crustal structure probably reflects the different evolution
of the Guerrero and the Oaxaca terranes.

COMPARISON OF GA AND SA INVERSION TECH-
NIQUES

With the modifications mentioned earlier, the GA in-
version is 30% faster than the SA inversion. On the other
hand, GA needs more memory as compared to SA. In prob-
lems involving a large number of parameters, a small com-
puter might be insufficient for GA. A further advantage of
the SA inversion is that it converges with a lesser misfit as
compared to the GA inversion, the reason being that GA uses
discrete grids. Figure 4 shows a convergence comparison,
relative computation times, and memory requirements.

CONCLUSIONS

We have measured group-velocity dispersion curves of
Rayleigh waves for two paths in south-central Mexico. One

path crosses the Guerrero terrane, while the other traverses
the Oaxaca terrane (Figure 1). The measured dispersion
curves have been inverted for S-wave velocity structure us-
ing genetic and simulated annealing algorithms. The results
for the two different methods are very similar. For Guerrero,
the average model consists of a superficial layer shear-wave
velocity (~3.12 km/s) that can be attributed to Cretaceous
rocks. The Moho discontinuity is located at a depth of ~43
km. The superficial layer is not observed in Oaxaca and the
Moho discontinuity is shallower (~34 km). Thus our analy-
sis shows significant differences in the crust below Guerrero
and Oaxaca.

We have tested the efficiency of the GA and SA inver-
sion methods. We find that GA saves 30% of computation
time as compared to SA. On the other hand, SA requires
smaller memory and shows better convergence during the
final iterations.

APPENDIX

Genetic Algorithm

Our implementation of the genetic algorithm is similar
to that proposed by Rodríguez-Zúñiga et al. (1996)

Fig. 4. Misfit evolution of genetic algorithm (solid line) and simulated annealing technique(dotted line). The insets show the relative
compute time and memory size.
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(a) Solution space discretization and random initial popula-
tion. The solution space is defined by a priori informa-
tion. To discretize the space, an increment for each pa-
rameter is established. The allowed values of each pa-
rameter are computed from

x x ii = + ∗[ ]0 ∆

where xi=ith value of the x parameter, x0 = first value of the x
parameter, and ∆ = increment of the x parameter.

A model is a combination of parameters, which is codi-
fied into a binary string. A random initial population is de-
termined. The user controls the initial population size which
remains the same during the inversion.

(b) Forward modeling and misfit function.

The algorithm computes the forward problem and the
misfit for every model of the initial population. In our case,
the forward problem was solved using the set of surface wave
programs in Herrmann (1987). We chose the semblance (see
above) as the misfit function.

(c) Selection.

Our selection procedure consists of computing a sur-
vival probability for each model following the “biased rou-
lette” criterion (Goldberg, 1989).

(d) Crossover.

Genetic strings of a pair of models are cut at a point
selected randomly and then interchanged. This procedure is
followed for all models.

(e) Mutation

Mutation is the change of parity over one bit for some
models. The number of mutations depends of the stage of
the process and follows the relation (Yamanaka and Ishida,
1996):

γ σ= 





=
∑1

1
M x

i

i

M

where γ is the mutation probability, M is the number of pa-
rameters, x  is the average  over parameter i and σi is the
standard deviation over parameter i.

To avoid unnecessary computation, the forward prob-
lem for models evaluated in a generation is not recomputed.
This procedure permits saving of at least 30% in computa-
tion time. Figure A (left) shows a flow diagram of our genet-
ics algorithm.

Simulated Annealing Method

Our implementation is similar to that proposed by Goffe
et al. (1994)

(a) For an initial model we compute the solution of the for-
ward problem and its misfit function (as in GA).

(b) The model parameters are perturbed so that

x x VM i randi i= ∗−1 ( ) ,

where xi is the vector of model parameters for the i-th itera-
tion, VM is a vector which contains the maximum-step per-
turbation and rand is a random number between 0 and 1.
The user initializes this vector and the program adjusts the
values depending on temperature.

(c) For the new perturbed model, the forward problem is
solved and the misfit function is computed. The new
model will replace the initial model according to the
Metropolis criteria:

P e
s

E
T

1          E < 1
   E > 1

∆
∆

∆−




,

where Ps is the probability of a model to replace the initial
model, ∆E is the difference in the misfit of the initial model
and the perturbed model, and T is the initial temperature of
the process.

The control goes to the initial point and steps (a) to (c)
are repeated intercalating VM adjustment and reduction of
temperature according to

T T RTnew previous= ∗ ,

where RT is a number close to but less than one.

The algorithm stops when the misfit is less than some
pre-established value, or when the maximum number of it-
erations is reached. Figure A (right) shows a flow diagram of
our implementation of simulated annealing.
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